The Internet Society appreciates the opportunity to contribute to the eSafety Commissioner's draft industry standards for Designated Internet Services and Relevant Electronic Services.

The Internet Society is a global charity and non-profit organization that supports and promotes the development of the Internet as a global technical infrastructure, a resource to enrich people's lives, and a force for good in society.

This document outlines and articulates our main points of concern. We hope that our submission will help the eSafety Commissioner advance industry standards that uphold the ability of all Australians to continue to fully use and benefit from the open, global, and secure Internet.

Overview

The draft standards may not directly mandate the technologies that electronic services must use to be in compliance. However, they would effectively require end-to-end encrypted electronic services to implement content scanning or other measures to detect and identify CSAM or pro-terror material unless it is not technically feasible.

Even if it were technically feasible, scanning end-to-end encrypted electronic services breaks the technical promise of content confidentiality, introduces pervasive surveillance, undermines the safety and security of millions of Australians, and significantly sets back Australia’s goal of becoming a world leader in cyber security.

We are very concerned that the draft standards would weaken digital security in Australia, and we believe that they must not go forward without explicitly including, at a minimum, these crucial protections for encryption and its use:

- There must be no requirement for electronic services to take any action that could have the effect of breaking, weakening, or otherwise undermining the encryption or other security tools and techniques used by the service or its users,
- The standards should explicitly state that end-to-end encrypted electronic services are not required to implement server-side or client-side scanning of the content of their users’ messages or uploaded content and, similarly, that device and operating system
developers are not required to implement server-side or client-side scanning of users’ messages of uploaded content, and

- Electronic services are not required to take and are discouraged from taking any action that could create or cause a security vulnerability in their service.

Further, the standards should explicitly state that something is not “technically feasible” if it would weaken the security of the service or integrity of users’ data.

### Scanning Breaks the Technical Promise of Confidentiality of End-to-End Encryption

End-to-end encryption provides a technical guarantee that the message’s contents are confidential between the sender and recipient and have not been altered or tampered with. Adding content scanning before a message is encrypted or after it is decrypted removes the confidentiality and integrity that users legitimately expect. The same legitimate expectation applies to end-to-end encryption in other contexts, such as backups to “the cloud”: the data should remain accessible only to the individual whose data is backed up, even if the backup is stored on a service provider’s systems.

Scanning content on users’ devices or apps is a violation of confidentiality, whether it happens before the data is encrypted, while it is encrypted, or after it has been decrypted. It’s like having a surveillance camera watching over your shoulder as you write and receive messages. All users, including children, have a right to privacy and an expectation that a service that offers end-to-end encryption will not compromise the confidentiality or integrity of their communications or data.

Encryption, including end-to-end encryption, is an essential digital safety tool for children, parents, older people, vulnerable communities, and all Australians because it ensures confidentiality.

Children need the confidentiality of encryption to communicate privately and safely with family, friends, teachers, and their doctor. End-to-end encrypted services protect their communications from being monetized for advertising or stolen in a data breach. It prevents service providers from using their content to train AI services or target them with personalized ads.

Survivors of domestic violence and other abuse, including children, depend on end-to-end encrypted technologies to communicate confidentially with trusted individuals, organizations, and sources of help and advice. Confidential communication provides a secure way for at-risk individuals to get support or relocate, protect the integrity of evidence, and prevent unauthorized access.  
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Confidentiality is also essential for the LGBTQ+ community, including youth, to exercise the right to live their truth without fear of persecution.³

Even the Australian government depends on the same electronic services covered by the draft standards to communicate with citizens. As Signal highlighted in 2018:

“... everyone benefits from these design decisions – including Australian politicians. For instance, it has been widely reported that Malcolm Turnbull, the 29th Prime Minister of Australia, is a Signal user. He isn’t alone. Members of government everywhere use Signal. Even if we disagree with Christian Porter, we would never be able to access his Signal messages, regardless of whether the request comes from his own or any other government”.⁴

Recognizing how vital it is to preserve the confidentiality of digital communications, the Civil Liberties Committee of the European Parliament on 14 November 2023 adopted a position excluding end-to-end encryption from the scope of the detection orders in the proposed Regulation, laying down rules to prevent and combat child sexual abuse, to guarantee that all users’ communications are secure and confidential.⁵

Technical Feasibility Is Not a Sufficient Safeguard

The requirement for an electronic service to implement client-side scanning or other measures under the draft standards depends on whether it is technically feasible. However, just because something is considered “technically feasible” does not necessarily mean it will be functional, secure, or not cause harm. The standards should clearly state that an action is not “technically possible” if it could weaken the security of the service or the integrity of users' data. Additionally, any systems, processes, or technologies used to detect and identify content must be transparent, secure, reasonable, proportionate, and practical and should not undermine users' expectations of confidentiality and integrity.

Scanning Is Neither a Reliable nor Secure Option

Client-side scanning is neither a reliable nor a secure option for detecting and identifying illegal content in end-to-end encrypted services. It does not robustly achieve its primary objective of detecting known prohibited content, and its detection algorithms can be repurposed to add hidden secondary capabilities, covertly enabling surveillance and industrial espionage. This is the
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overwhelming expert view of researchers and other technical experts in the fields of information security and cryptography.\(^6\)

As the Steering Committee of the Global Encryption Coalition recently highlighted regarding the UK Online Safety Act, “safe versions of these scanning technologies do not exist and are unlikely to ever exist.”\(^7\) Further, research from Imperial College London concluded, “We don’t understand the risks well enough to ask for the deployment of CSS [client-side scanning] technology on hundreds of millions of devices.”\(^8\)

The Internet Architecture Board (“IAB”), which provides long-range technical direction for Internet standards, ensuring the Internet continues to grow and evolve as a platform for global communication and innovation, emphasized in a recent statement:

“For technologies where the intended purpose is scanning of user communication, there is by design no technical way to limit the scope and intent of scanning, nor curtail subsequent changes in scope or intent. Further, specifically when scanning for illegal content, transparency cannot be provided. Mandating such technologies impacts all users of the global Internet and creates a tool that is straightforward to abuse as a widespread facilitator of surveillance and censorship, presenting real-world dangers to the free flow of information and the security and privacy of people. Without privacy, users cannot benefit from the Internet’s virtue to connect people and support freedom of expression”.

Additionally, one of the founding principles of the Internet has been its openness; the ability for any standards-compliant software to access the network of networks has been the catalyst for world-changing innovations over many decades. Mandatory use of client-side scanning, and the regulatory burden it would impose, would negatively impact this, restrict use of open-source software, and lead to a stagnant landscape where users lose choice.\(^9\)

Even the UK Government’s own Safety Tech Challenge Fund, which was supposed to identify safety scanning technologies, failed in its mission. The independent review by the UK’s National Research Centre on Privacy, Harm Reduction and Adversarial Influence Online (REPHRAIN) identified significant
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\(^8\) Imperial College London News, Tech mandated via Online Safety Bill ‘could turn phones into surveillance tools’, by Laura Gallager, Caroline Brogan, 19 May 2023, [https://www.imperial.ac.uk/news/244952/tech-mandated-online-safety-bill-could/](https://www.imperial.ac.uk/news/244952/tech-mandated-online-safety-bill-could/)

problems with proposed scanning technologies from that initiative, including that they would undermine end-to-end encryption.\textsuperscript{10}

Additionally, scanning technologies produce false positive and false negative results. A technology that promises 99.99% accuracy may sound acceptable, but statistically, if applied to message volumes of 1 billion a day,\textsuperscript{11} would result in 100,000 erroneous results daily. If human moderation cannot cope with that volume of errors, the system will result in unjust prosecutions and unprosecuted crimes. Technical viability cannot be gauged in isolation from a country’s moderation and enforcement capacity.

Adverse Impact on the Australian Economy

In addition to significant compliance costs, the draft standards will likely cause adverse economic effects that will harm the Australian economy.

The Internet Society commissioned a team of independent researchers to assess the economic impact of TOLA. This team, Law & Economics Consulting Associates (LECA), published its final report—\textit{The Economic Impact of Laws that Weaken Encryption} on 1 June 2021.\textsuperscript{12} One Australian company responding to the researchers’ survey and interviews estimated that the direct adverse economic impact of TOLA was around AU$ 1 billion.

The report on TOLA found that:

- The single most significant source of adverse economic effects is TOLA’s indirect threat to trust in digital services, including the Internet.
- TOLA can potentially result in significant economic harm for the Australian economy and produce negative spillovers that will amplify that harm globally.
- TOLA has increased business uncertainty and can harm the brand image of designated communications providers with operations in Australia.
- In a survey of 79 companies, 54 of which are based in Australia, 36% of those whom the TOLA Act had impacted stated that TOLA has negatively impacted the risk environment for their business. And around 20% said the law had had a direct negative impact on their business. A further 21% believed that TOLA would negatively impact the future operating costs of their business, including compliance and remediation.


\textsuperscript{11} In 2020, WhatsApp alone was processing over 100 billion messages a day, worldwide—up from 60bn in 2016, and one billion in 2010.

\textsuperscript{12} The Economic Impact of Laws that Weaken Encryption, By George Barker, William Lehr, Mark Loney, and Douglas Sicker, 5 April 2021 - \url{https://www.internetsociety.org/wp-content/uploads/2021/05/The_Economic_Impact_of_Laws_that_Weaken_Encryption-EN.pdf}
These findings indicate that the draft standards also risk adversely affecting the Australian economy, first, by creating legal uncertainty as to what would be sufficient for compliance (especially for detecting and identifying CSAM). Second, it makes businesses uncertain whether modifying their products and services will affect revenues in Australia and other markets. Third, by lowering trust in the security and trustworthiness of electronic services that would be required to comply with the draft standards.

Even the prospect that designated communications providers could be required to build-in access for law enforcement in their services has resulted in significant economic harm. We must assume that mandating scanning for illegal material in end-to-end encrypted communications will have similar adverse economic effects.

Implications for Australia’s Cybersecurity

On 22 November 2023, the Australian Government released the 2023-2030 Australian Cyber Security Strategy, a “roadmap that will help realize the Australian Government’s vision of becoming a world leader in cyber security by 2030”, and an accompanying Action Plan. If Australia does require end-to-end encrypted services to implement client-side scanning, it would become a world leader in cyber insecurity. According to security experts, client-side scanning (“CSS”):

“... neither guarantees efficacious crime prevention nor prevents surveillance. Indeed, the effect is the opposite. CSS, by its nature, creates serious security and privacy risks for all of society, while the assistance it can provide for law enforcement is, at best, problematic. There are multiple ways in which client-side scanning can fail, can be evaded, and can be abused.”

The experts’ analysis is not merely a commentary on technical feasibility: if technical enforcement measures are ineffective, then by definition, they will fail the necessity and proportionality tests that protect against violations of fundamental rights.

Conclusion and Recommendations

Conclusion

The proposed standards significantly threaten the public’s ability to communicate confidentially. This is especially problematic in a society that relies heavily on information in a data-driven economy, as it will hinder the exercise of fundamental rights and personal autonomy. Additionally, these proposals
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risk harming citizens' and businesses' ability to safely participate in the digital economy, which could negatively affect Australia and its regional partners.

**Recommendations**

The draft standards must not go forward without explicitly including these crucial protections for encryption and its use:

- There must be no requirement for electronic services to take any action that could have the effect of breaking, weakening, or otherwise undermining the encryption or other security tools and techniques used by the service or its users,
- End-to-end encrypted electronic services are not required to implement server-side or client-side scanning of the content of their users’ messages or uploaded content,
- Similarly, device and operating system developers are not required to implement server-side or client-side scanning of users’ messages of uploaded content and
- Electronic services are not required to take and are discouraged from taking any action that could create or cause a security vulnerability in their service.

Thank you for taking public comment on the draft standards and for considering our input. We would happily elaborate or speak to your office about these concerns.